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Figure 1: TangiAR enables tangible interactions using everyday objects in immersive augmented reality. (A) TangiAR tracks
the 3D position and rotation of objects without the need for additional visual markers or texture registration, (B) even under
substantial occlusion. We showcase the performance of the system with two example applications: (C) a tangible controller for
an AR video player; and (D) an AR game: Farm, where the object is used as a tangible proxy.

Abstract

Tangible interactions with everyday objects have been shown to
be fast, accurate, and natural, and have shown promise when com-
bined with immersive augmented reality. However, implementing
tangible controls presents considerable challenges. Previous works
in the field either rely on additional tracking markers on objects,
inadvertently shifting the difficulty to users, or are too computa-
tionally demanding for real-time operation on a head-mounted
display (HMD). We propose TangiAR, a tangible control system
which tracks everyday objects without the need for fiducial track-
ers, enabling them as passive controllers and virtual proxies in AR
applications. TangiAR additionally enables hand and finger proxim-
ity interactions with tangibles, further expanding the interaction
space. TangiAR can run on an unmodified Microsoft HoloLens 2,
making it immediately practical. We evaluated the performance
of TangiAR through a technical evaluation, including occlusion
robustness and tracking accuracy tests, and a user study which
examined the usability of our markerless object tracking system in
various AR interactions.

CCS Concepts

+ Human-centered computing — Mixed / augmented reality;
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1 Introduction

Immersive augmented reality (AR) seamlessly overlay virtual con-
tent onto the physical world. While traditional AR input techniques,
such as gesture, gaze, and voice, are expressive and natural, but they
fall short in precision and lack haptic feedback. Physical controllers,
on the other hand, offer both precision and tactility, but requiring
users to carry a separate device undermines the convenience and
fluidity expected from AR systems.

Tangible input [14, 28, 30, 38] presents a compelling alternative.
By turning everyday objects into adaptable input devices, tangi-
bles align closely with the spatial and embodied nature of AR.
They provide inherent, low-cost tactile feedback and support intu-
itive, familiar interactions. Prior research also shows that tangible
controls can match the precision of mouse and touch input, while
achieving faster task completion and reducing user workload [5, 26].
Researchers have also highlighted the value of creating ad hoc tan-
gibles [14], which turns mundane objects into digital interfaces.
Such ad hoc tangibles often require no additional instrumentation,
making tangible interaction more scalable and seamless.

However, building a tangible control system with daily objects
remains challenging due to the computational demands of real-time
object tracking and the need for additional tracking infrastructure
such as markers [11, 15] or external cameras [54]. Few commer-
cial products embrace this approach, and most existing systems,
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whether research or commercial, rely on tracking infrastructure
such as markers [11, 15], external cameras [54], or specialized sur-
faces [38] to function reliably. These requirements impose barriers
for everyday users: instrumenting environments is costly, and cre-
ating or acquiring marked objects adds friction to adoption. This
brings us to our research question: How can we provide marker-
less, minimal-setup, and occlusion-robust tracking for tangible AR
interaction?

This paper presents TangiAR, a novel markerless tangible input
system for augmented reality on head-mounted displays (HMDs).
Our work advances the field of tangible AR interaction—particularly
for HMD-based systems—by tackling key technical challenges and
offering empirical evidence of the system’s effectiveness. The main
research contributions are: (1) a markerless tangible AR system
running on unmodified HoloLens 2, (2) technical evaluation of
tracking performance under realistic conditions, (3) user study
demonstrating usability benefits, and (4) open-source release at
https://github.com/UBC-X-Lab/TangiAR.git.

2 Related Work

There is a long history of using tangible objects to interact with AR
systems. This section provides an overview of the most relevant
works to ours, followed by an overview of object tracking methods.

2.1 Tangible Augmented Reality

Tangible interactions, as introduced by Ishii et al. in Tangible Bits[30],
aim to bridge the gap between the physical and digital worlds. Vir-
tual data is coupled with physical objects, allowing users to interact

with digital content by manipulating the real world. This concept

extended to AR as Tangible AR [7], where surfaces and everyday

objects become 2D touch interfaces [22, 25, 42, 57].

Prior work has explored surface-top touch input with occlusion
detection [34] and depth sensing [18, 56, 58, 59]. Individual physical
objects also offer a rich channel for AR interaction. Poupyrev et
al. [44] used gestures like picking up, tilting, or releasing objects
to trigger commands. Others mapped object semantics to digital
functionality for easier learnability [4, 6, 39]. Inter-object interac-
tion, such as events triggered by relative positions or orientations,
has also been explored [8]. Most systems use printed markers for
object tracking, enabling real-time pose estimation.

Interacting with 3D environments via tangible objects feels nat-
ural to users and yields measurable performance benefits. Besan-
con et al. [5] showed tangible controls match mouse/touch preci-
sion while reducing task time and workload. Bozgeyikli et al.[9]
found users preferred tangible proxies over controllers and gestures.
Diinser [17] reported faster performance using tangible sliders over
paddles. Hettiarachchi and Wigdor [26] used everyday objects as
tactile proxies. Greenslade et al. [23] found no consensus on ob-
ject preference, suggesting users should choose their own proxies.
These findings informed our design.

Various methods exist for tangible tracking. iaTAR [35] used
cube-shaped props with visual markers on each face. PAIR [51]
combined IMU data with screen-displayed markers to turn phones
into 6-DOF controllers. To improve aesthetics, some systems [11, 32]
used custom markers with distinctive features. Others enhanced
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accuracy with IR markers [54], embedded LEDs [48], or passive re-
flective materials [2]. Prior research has also combined with motion
capture methods such as IMUs [43, 47]. Alternative sensing ap-
proaches use magnetics [38], radar [61], bio-sensing [53], or spatial
touch fields [46].

Besides the above systems that may require complex setups, re-
searchers have explored more accessible alternatives. iCon [11] let
users attach visual stickers to household objects. Drogemuller et
al.[15] proposed QR bands that wrap around objects on demand.
Walsh et al.[54] studied everyday object interactions, while depend-
ing on an external tracking system such as Vicon . Tangi [19]
introduced a toolkit for rapidly building physical proxies. Some
systems go further, enabling ad-hoc tangible control. Instant User
Interfaces[13] used depth cameras for marker-free tracking with
touch detection, though the GPU requirements were too demand-
ing for AR HMDs. Du et al.[16] used UV features, and Funk [21]
combined feature detection with depth sensing. However, neither
of them reported system performance in the paper.

2.2 3D Object Tracking

As classified by Chen [10], 3D object tracking algorithms fall into
three categories: generative, discriminative, and deep learning-
based. Generative models estimate the most probable pose by search-
ing near the previous state. With robust keypoint detectors like
SIFT [41] and SURF [3], many rely on template matching [33, 40, 52],
minimizing feature-to-feature distance. These methods depend on
distinctive visual features of target objects.

Discriminative trackers classify image regions into foreground
(object) and background, then infer pose from the foreground.
Early examples include PWP3D [45]. Li et al.[37] used SVMs to
adapt to background variation, while other works[12, 27] enhanced
foreground-background separation. SRT3D [49] introduced an effi-
cient tracking formulation, and ICG [50] integrated depth data to
improve performance.

With the rise of deep learning, many trackers now use neural
networks to predict pose changes from image input. Approaches
include Siamese [36, 62], RNN [60], and attention-based architec-
tures [55]. These methods offer high robustness and accuracy but
are computationally intensive and require GPU acceleration.

3 Implementation

Existing tangible systems either rely on tracking markers—which
are cumbersome and visually intrusive—or object detection pipelines
that are too computationally intensive for HMDs. TangiAR offers an
efficient, markerless alternative. Our primary standalone prototype
runs entirely on the HoloLens using its forward camera (Figure 2a).
To address its limited field of view, we also built a second prototype
with a wide-FOV camera and offloaded tracking to a PC (Figure 2b).

3.1 Tracking Engine

Our tracking engine builds on the Iterative Corresponding Geom-
etry (ICG) algorithm [50], a discriminative tracker that segments
foreground and background, then estimates object pose by align-
ing the detected boundary with pre-computed object views. These
views are generated offline from different angles, allowing efficient

!https://www.vicon.com/
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(b) The wide-field-of-view
setup

(a) The standalone setup

Figure 2: The hardware setups

real-time optimization via rigid body transforms to produce a 6-
DOF pose.

We chose ICG for its real-time performance and robustness to
occlusion—critical for tangible controls involving hand interaction.
Unlike keypoint-based methods (e.g., SIFT [41], SURF [3]), ICG re-
lies on boundary features and thus does not require object textures,
making it well-suited for featureless everyday objects. Its tolerance
for imperfect geometry further supports our use case. However,
ICG lacks object detection and requires an initial pose. Our system
addresses this via manual alignment and implicit tracking when
the object leaves the view, detailed in Sections 3.5 and 3.7.

3.2 Standalone Prototype

After selecting the tracking algorithm, we integrated it into a tan-
gible control system. To demonstrate feasibility, we built a self-
contained prototype running entirely on HoloLens 2, using only
its onboard color camera to save computational resources. We ex-
posed ICG’s core functions—uploading camera intrinsics, updating
images, running tracking, and exporting poses—as Unity/C# APIs,
and compiled the tracking engine as a shared library.

To maintain real-time performance while allowing application
logic to run smoothly, we adopted a multi-threaded architecture.
The main Ul thread is reserved for the app, while separate threads
handle image capture, pixel conversion, and pose estimation. Each
tracked object runs on its own thread. We capture images at 896x504
resolution, balancing quality and performance. Our prototype sup-
ports tracking up to two objects at 60 fps. Future work could adopt
a dedicated multi-object tracker for improved efficiency.

Computed poses are expressed as a position vector and a rotation
quaternion. To reduce jitter, we apply an exponentially-weighted
moving average (EWMA) to position, and SLerp with EWMA to
rotation. Position changes over the last 10 frames are stored in a
circular buffer to support velocity-based interaction.

3.3 Wide-Field-of-View Prototype

Our standalone prototype demonstrates a fully self-contained, mark-
erless tangible system on HoloLens 2. While the HoloLens includes
four wide-angle infrared cameras for spatial tracking, these are
not accessible to user programs. Its front-facing color camera has a
narrow field of view (FOV), limiting tangible interaction. To address
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this, our second prototype mounts an Azure Kinect—with a wide-
FOV color camera and depth sensing—on top of the HoloLens visor

(Figure 2b). The Kinect connects via USB-C to a PC (i7-11700 @ 2.5 GHz,

64GB RAM, Windows 10), which runs the tracking engine and
streams object poses to the HoloLens over WiFi via UDP. Perfor-
mance tests (Sections 4.1, 4.2, and 4.3) are based on this setup. This
wide-FOV prototype illustrates TangiAR’s full potential and antic-
ipates future headsets integrating similar cameras for enhanced
interaction.

3.4 Model Generation

Our tracking engine requires a 3D model of the object (but not its
texture) to function. The model is preprocessed to extract bound-
ary information from multiple angles, accelerating pose estimation.
However, accurate modeling is time-consuming and technically
challenging. One solution is 3D scanning [24], which can be done
with standard depth cameras [31]. In our prototype, we instead
approximate objects using geometric primitives. Many everyday
objects can be roughly modeled this way, and our evaluation ex-
amines how the tracker handles such imperfections. For complex
shapes, 3D scanning remains a viable alternative.

To register a new object, our tool lets users select a primitive
(sphere, cuboid, or cylinder) and input relevant dimensions (e.g.,
width, height, radius). It then uses OpenSCAD [1] to generate the
mesh, preprocesses it for tracking, and saves the resulting model.

3.5 Object Choice and Initial Alignment

To use tangible objects as controllers, the system maps their 6-DOF
pose—translation and rotation—to application inputs. However,
due to symmetry, some geometries lack certain degrees of freedom.
For instance, a cylinder has ambiguous rotation along its vertical
axis, while a sphere lacks meaningful rotation entirely. The system
accounts for such limitations by recording the available degrees of
freedom during object registration based on the selected geometric
template.

Application designers can specify which rotational DOFs are
required for a given control. For example, a translation-only control
may need no rotation, while a tilt-based input might require two.
At runtime, the system filters registered objects based on these
requirements and prompts the user to select a compatible one. Once
selected, the user spawns the virtual object at a desired location. A
mesh of the object is rendered, and the user is prompted to align
the real object with it to establish the initial pose. Tracking begins
after the user confirms alignment with a toggle (Figure 3).

3.6 System Calibration

Object poses from our tracking engine are reported in camera co-
ordinates and must be transformed into the virtual environment’s
space. In the wide-FOV prototype, the camera pose is estimated via
a calibrated rigid-body transform using an affine matrix (described
below). In the standalone version, the Windows Holographic API di-
rectly provides the camera pose. We combine this with the tracking
output to compute object poses in Unity coordinates. The API sup-
plies a per-frame camera-to-world (C2W) matrix. Due to differing
coordinate conventions, we apply a sequence of basis transforma-
tions: T2S (180° x-rotation), S2U (reflection across the x-y plane),
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(a) Step 1: select an object

(b) Step 2: spawn virtual object by pinching

(c) Step 3: click toggle to start tracking

Figure 3: The process of initial alignment

and their inverses U2S, S2T. The tracking engine’s pose M is con-
verted into Unity space as M’, as shown in Equation 2.

We observed a consistent positional offset between the tracked
pose and the rendered object in Unity, linearly related to the object’s
camera coordinates. To correct this, we defined an affine offset
matrix. This correction models the offset between the physical
camera and HoloLens coordinates as a rigid-body transform. For
the wide-FOV prototype, we aligned the Azure Kinect with the
HoloLens and fine-tuned the transform by rendering an asymmetric
cuboid in Unity and visually aligning it to the real object.

In the standalone version, where direct visual alignment wasn’t
possible, we built a Unity calibration tool. Users adjusted a rendered
object’s position via sliders until it overlapped the physical one,
recording 25 (camera pose, offset) pairs. We then used RANSAC
to fit an affine matrix, which significantly improved alignment in
subsequent tracking.

R T 0(3%3) AxT
M‘[o 1 03%1) 0 ]; W

M’ = S2U % C2W = I2S % (M + Offset) * 52 * U2S. 2)

] ,  Offset =

3.7 Handling Out-of-View Objects

Visual marker-based tangible systems detect markers in the cam-
era feed to compute object pose. In contrast, iterative optimization
methods estimate pose changes frame-to-frame, eliminating the
need for markers. However, these methods cannot recover tracking
once the object leaves the camera’s view, even if it re-enters later.
This becomes a practical issue in immersive AR, where users fre-
quently move their heads, especially with the narrow field-of-view
(FOV) camera on HoloLens 2.

To address this, we track object pose in camera coordinates per
frame. If the object is about to exit the view, we record its world pose
and pause tracking, while continuing to collect camera orientation.
Once the object is expected to re-enter the view, TangiAR reprojects
its pose into camera space to resume tracking. This frees users
from keeping objects continuously visible but assumes the object
remains stationary while out of view. We revisit this assumption in
the Limitations section.

Since objects can still be visible through the see-through display
even when outside the tracking range, we implemented a color-
coded warning system (Figure 4). As the object nears the camera
boundary, it turns yellow; once out of range, it turns red and track-
ing pauses, thus signaling the user to stop moving the object. This

feature addresses the limited FOV of the HoloLens camera. In con-
trast, our wide-FOV prototype, which uses a broader-view camera,
reduces the need for such warnings.

3.8 Touchable Objects

To enhance interactivity, we added a touchable object feature to
TangiAR using the HoloLens’s built-in hand tracking and the known
geometry of the tracked object. Touch is detected by measuring
the distance between the fingertip joint and the object surface; a
threshold of 1.5 cm is used to trigger a touch event. The system
supports different actions based on finger, hand, or contact location,
allowing users to interact with the object in varied ways.

4 Technical Evaluation

To evaluate TangiAR’s performance, we conducted experiments
using the wide-FOV hardware prototype to address three key ques-
tions: 1) How does TangiAR perform with imperfect or complex
object models? 2) How robust is it under hand occlusions? 3) What
is the system’s latency, and what are its sources?

4.1 Model Error Tolerance

Using the tracking engine requires a 3D model of the target object.
However, asking non-technical users to model objects precisely can
be challenging. Our prototype offers a shortcut by letting users ap-
proximate objects with common geometric primitives, though these
often differ from the real object. Such modeling errors are expected
to impact tracking accuracy. To evaluate TangiAR’s tolerance to
these discrepancies, we conducted an experiment measuring the
effect of model-object mismatch.

To control variables, we modeled five everyday objects using
the same cylinder template (Figure 5): 1) a cylindrical water bottle,
2) aroll of tape, 3) a coffee mug, 4) a narrow-neck bottle, and 5) a
smooth rock. While our system supports other geometries, these
objects vary in how closely they match a true cylinder and are
representative of common household items. For the mug and bottle,
the cylinder was defined to fit only the main body, excluding the
handle and neck.

For each object, we recorded the 6-DOF pose reported by Tan-
giAR over 30 seconds while keeping the object still and moving
the headset. This tests dynamic tracking stability, as object motion
within the camera view causes continuous pose updates. In world
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Figure 4: Color-coded warning system: the object turns yellow when it is moved close to the boundary of the camera to warn
the users. It turns red when it is out of the camera frame and the tracking is paused.

coordinates, the object should remain stationary, so any observed
movement reflects tracking error.

We quantify tracking stability using Mean Absolute Deviation
(MAD) and Standard Deviation (SD), which reflect the noise level
for the tracking of each object. Raw pose data is visualized in the
supplemental material. Each cell in Table 1 reports the average
measurement across all dimensions. These results demonstrate that
TangiAR performs robustly with imperfect object models, maintain-
ing acceptable tracking accuracy even when geometric primitives
approximate complex real-world objects.

4.2 Hand Occlusion Tolerance

To evaluate hand occlusion’s impact on tracking performance, we
tested 3 differently sized objects: a mint box (cube model, 2xX4x7 cm),
a roll of tape (cylinder model, R = 6 cm, h = 2 cm), and a large
water bottle (cylinder model, R = 3.5 cm, H = 23 cm), as shown in
Fig. 5. We selected 2 common grasp gestures per object from [20],
representing 15% and 50% occlusion levels (Fig. 6). Following the
same procedure as before, each object was fixed in place and held
with the specified grasp. We recorded TangiAR’s 6-DOF output
while moving the headset to vary the camera angle, with the noise
levels summarized in Table 2. TangiAR shows good robustness to
hand occlusion, maintaining usable tracking performance up to
50% occlusion levels, particularly for larger objects.

4.3 Latency

Low latency is critical for delivering an immersive real-time experi-
ence. TangiAR exhibits a Mixed Reality Capture (MRC)-measured
latency of 130-160 ms, based on the number of frames it takes for a
virtual object to catch up with a fast-moving real one. This latency
has four main components: camera capture, tracking computation,
network communication, and rendering.

Camera capture time averages 120-140 ms, measured by com-
paring real-world movement to Azure Kinect video output using a
120 fps phone camera. Tracking and network latency are measured
via timestamps, showing 1-3 ms and 2-3 ms, respectively. HoloLens
rendering latency is difficult to measure directly, but assuming a
60 fps display, we estimate it at 8 ms.

In the standalone version, latency includes front camera cap-
ture, tracking, and rendering. Tracking on the HoloLens CPU takes
11-16 ms per frame. However, the MRC-measured latency exceeds
250 ms. Possible causes are discussed in Section 8.3.

The system achieves acceptable latency (130-160ms) for real-time
interaction, with camera capture being the primary bottleneck that
could be improved in future AR hardware.

5 Example Applications

We developed two applications to demonstrate TangiAR’s versatil-
ity across different interaction paradigms. The augmented video
player represents precision-focused tasks requiring fine-grained
control (progress and volume adjustment), while the immersive
sandbox game demonstrates spatial manipulation and embodied in-
teraction where the tangible object serves as a virtual proxy. These
scenarios cover the primary use cases for tangible AR: precise con-
trol interfaces and immersive spatial interaction.

5.1 Augmented Video Player

Our TangiAR video player leverages a tangible object as a controller,
eliminating the need for visible on-screen controls. This approach
addresses the common interface design challenge of balancing func-
tionality with usability. Users can:

(1) Move the object along x/y axes to control video progress and
volume

(2) Tilt the object to adjust playback speed and navigate between
videos

(3) Utilize touch inputs for play/pause functionality and access-
ing a context menu

We implemented a state machine to effectively decouple inputs,
engaging specific modes based on predefined movement thresholds.
Rotation inputs are managed by repositioning the model’s origin
and employing a 3D vector representation. The system also allows
for clutching, enabling users to reposition the object as needed.

5.2 Immersive Sandbox Game

We designed “Farm”, an interactive game that utilizes a tangible ob-
ject as a spatial anchor for a virtual farmer character. This approach
aims to enhance immersion and ease of use by mapping virtual
elements onto familiar, tactile real-world objects. The tangible’s
orientation and velocity drive the farmer’s movements and anima-
tions. Users can interact with in-game elements, such as chickens,
and perform actions like saluting and feeding. This application
showcases how TangiAR can be employed to create engaging and
tangible mixed reality experiences.
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(a) Cylindrical bottle

(b) Tape

(c) Coffee mug
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(d) Narrow-neck bottle (e) River rock

Figure 5: Five objects used to test model-object error tolerance. We only use cylinder models here for consistency.

Objects Positional SD (cm) Rotational SD (deg)
MAD (cm) MAD (deg)
Cylindrical bottle | 0.044 0.053 0.178 0.221
Tape 0.109 0.125 0.394 0.489
Coffee mug 0.049 0.061 0.212 0.269
Narrow-neck bottle | 0.078 0.097 0.422 0.524
River rock 0.027 0.035 0.412 0.517

Table 1: Model error test noise level

0% Occlusion 15% Occlusion 50% Occlusion
Positional (cm) | Rotational (deg) Positional Rotational Positional Rotational
MAD SD MAD SD MAD SD MAD SD | MAD SD | MAD | SD
Mint Box (small) | 0.031 0.034 0.459 0.545 0.067 | 0.095 | 0.536 | 0.660 | 0.072 | 0.092 | 0.528 | 0.686
Tape (medium) 0.041 0.051 0.273 0.341 0.025 | 0.032 | 0.243 | 0.306 | 0.071 | 0.092 | 1.199 | 1.418
Bottle (large) 0.034 | 0.043 | 0.129 0.163 0.047 | 0.058 | 0.123 | 0.169 | 0.122 | 0.145 | 0.471 | 0.568

Table 2: Occlusion test noise level

6 User Study

We conducted a user study to evaluate TangiAR’s usability, in-
volving 10 participants (8 male, ages 23-31, mean 26). Participants
were compensated $24 for a 90-minute session. 2 participants self-
identified as VR/AR experts, while the rest had minimal AR ex-
perience. Our study was approved by our institution’s Behavioral
Research Ethics Board (BREB). We adapted the application scenarios
described from the previous section for this user study:

(1) Video Player Comparison. Participants used three inter-
faces: (1) TangiAR (see Figure 7A and 7B), (2) YouTube in
web browser, and (3) HoloLens built-in player (a floating 2D
video player) to perform common video control actions. We
measured task completion times and collected NASA-TLX
workload assessments. Post-task interviews gathered quali-
tative feedback on each interface. Note that the NASA-TLX
scores were collected using the standard 21-point scale and
converted to a 0-9 scale for analysis and presentation.

(2) Immersive Game Exploration.: Users engaged with the
Farm game, utilizing a tangible object as a proxy for their vir-
tual character. This open-ended task allowed for observation
of user behavior and collection of subjective experiential
feedback.

All tasks were performed using the standalone TangiAR proto-
type. The video player interfaces were presented in randomized or-
der to mitigate learning effects. We selected YouTube and HoloLens
players for comparison due to their contrasting designs in function-
ality and usability. The study aimed to compare TangiAR’s speed,
accuracy, and usability against existing AR interfaces, while also
gathering insights on its potential for creating immersive experi-
ences. Our study was approved by our institution’s ethics board.

7 Results
7.1 Video Player Study

First, we compared task completion time for coarse browsing and
fine adjustment across 3 video players. Action mappings for each
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Figure 6: Grasp gestures used to test occlusion tolerance
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player are listed in Table 3. Completion times were analyzed us-
ing Kruskal-Wallis tests due to the non-normal distribution typical
of reaction time data. Significant differences were found for tasks
available across all three systems: coarse adjustment (H(2) = 13.905,
p < 0.001), fine adjustment (H(2) = 4.015, p < 0.05), and play/pause
actions (H(2) = 20.505, p < 0.001). For tasks with limited system avail-
ability: slide/tilt actions comparing TangiAR vs HoloLens (H(1) =
5.851, p < 0.05) and volume control comparing TangiAR vs YouTube
(H(1) = 9.882, p < 0.01). Some actions were excluded due to added la-
tency or multi-step triggers—for example, YouTube’s previous/next
and speed controls require navigating menus or are affected by
network delay.

Figure 8a presents task completion times (in seconds) and user-
reported workload. Each workload dimension showed a statistically
significant difference between the three systems: Mental Demand
(F(2, 27) = 8.899, p < 0.01), Physical Demand (F(2, 27) = 15.947, p <
0.001), Temporal Demand (F(2, 27) = 5.678, p < 0.01), Performance
(F(2, 27) = 18.587, p < 0.001), Effort (F(2, 27) = 35.559, p < 0.001), and
Frustration (F(2, 27) = 32.761, p < 0.001).

Interview responses showed unanimous preference for the Tan-
giAR control system. Common reasons included: “It is more ac-
curate”, “Very easy to learn”, “Holding something gives you more
control,” and “Left-hand touch interactions are easy and responsive””
When asked about drawbacks, users were similarly aligned: “If I
block the object with my wrist, it loses track,” and “When the object
moves out of view, tracking stops—I have to follow it with my head”
One participant rated TangiAR highest in Mental Demand due to
this, while others noted it as a limitation but found it acceptable.

Some opinions were more divided. Participants P3, P4, and P6
praised using object rotation as a binary input, with P4 likening it
to a joystick: “It is very responsive.” In contrast, P10 found it less
intuitive, preferring to twist the controller’s tail instead.

For the YouTube player, all users experienced frequent mis-
triggers—accidentally hitting play/pause, volume, or opening the
contextual menu. This slowed task performance and increased frus-
tration and workload. Many attributed the issue to small button
size. The HoloLens native player performed better in this regard;
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four users preferred it over YouTube, while three felt the difference
was minimal, citing only minor UI changes.

7.2 Immersive Game: “Farm”

User feedback on the simple game was overwhelmingly positive.
Many described it as “very smooth” and “a unique experience.” De-
spite minimal instruction—just “go ahead and explore”—all users
navigated the game with ease. Having already learned the system
during the video player task, they independently selected a con-
troller object, spawned its virtual counterpart, and aligned it with
the real one. Once tracking began and the farmer avatar appeared,
users naturally grabbed the object and began moving it.

All participants discovered the walk/run mechanic on their own.
If a user kept moving the farmer for over a minute, the researcher
would prompt: “Try a jump.” In response, everyone instinctively
lifted the object to trigger a jump—one user even flipped it and
asked, “Can’t he do a backflip?” When left-hand touch interactions
weren’t discovered organically, the researcher would later introduce
them, allowing users to feed and chase the chickens.

From the interview after the game, we collected some insightful
user feedback:

P3: “Although I didn’t discover the left-hand actions by
myself, when you told me it, I felt very natural the small
farmer should do something when I poke him with my
finger. It feels like poking a real person”

P4: “It is a very unique experience. It is hard to compare
it with a traditional computer game. Because each of
them has its own area. I guess some computer games
can’t be replaced by this, like an intense first-person
shooting game. For some other games, like a strategy
war simulator, this feels like the best interaction.”

P2: 11 When I interacted with virtual objects in HoloLens,
pinching my fingers together to grab the object gives
me a feeling of breaking the immersive experience. It
feels like the 3D experience is back to 2D again. But
with this tangible object. I didn’t have such a feeling. I
forgot about the control in the game.”

Regarding downsides, one user noted that moving the object
too quickly caused tracking loss, which broke the immersive expe-
rience. Another mentioned that mismatched object weight could
affect realism—if the physical controller feels too different from
expectation, it may disrupt immersion. Other suggestions focused
more on game complexity than on the tangible control itself.

User feedback deepened our understanding of the system. While
this study combined quantitative task timing with qualitative im-
pressions, the visible joy on participants’ faces while guiding the
farmer goes beyond what can be captured in text. We encourage
viewing the video figure to better appreciate the experience. We
see TangiAR as a promising platform for immersive storytelling in
future AR systems.



VRST ’25, November 12-14, 2025, Montreal, QC, Canada

28 W

F S

Tap detected: Video Playe«

\ E\‘_"’

Neil Xu Fan, Xincheng Huang, and Robert Xiao

= - =3

7 n

‘\
Figure 7: A demonstration of the user study setups: (A) a y-directional translation movement of the controller object adjusts
the volume of the video player. A vertical virtual bar is rendered to indicate the control range. (B) an x-directional movement

controls the play head. A horizontal bar indicates the progress bar. (C) The AR game: Farm, where the tangible object is used as
a physical proxy of the game character.

TangiAR HoloLens Player YouTube
playhead translation in x drag/poke the progress bar drag/poke the progress bar
volume control translation in y N/A (uses system volume) drag/poke the volume bar
pause/play left index finger tap tap the button tap the button/video
next/previous video tilt in x slide or press the buttons press the buttons (not evaluated)
speed up/down tiltiny N/A (not available) press buttons in settings (not evaluated)
context menu left thumb tap long press (3s; not evaluated) long press (1s)

Table 3: Input mappings across video players

8 Discussion
8.1 Model Error Tolerance

In the model error tolerance experiment, the baseline for positional
output is the mean reported position, as the object remains station-
ary. For rotation, assuming a level surface, the baseline is 0 degrees.
Variance from these baselines reflects the system’s precision in
estimating spatial orientation. For tangible controls, the key metric
is noise level, indicating the controller’s error margin.

The tracking system showed strong performance across objects
of varying complexity. The tape, with a hollow core and cylindrical
boundary, exhibited slightly higher noise (up to 0.5 cm and 5°) than
ideal models like the cylindrical bottle. Still, noise remained within
acceptable bounds. The coffee mug, despite its handle, showed low
noise—likely because the tracker focuses on the main body, reducing
the handle’s impact. In contrast, the narrow-neck bottle posed more
challenges due to its larger proportion of complex geometry.

These results highlight the system’s ability to prioritize simpler,
trackable regions within more complex objects—a practical strength
for real-world use, even if it introduces minor tracking noise. The
river rock, despite its non-cylindrical shape, further illustrates this
flexibility, though its irregular form led to positional offsets that
limit its utility as a precise controller.

8.2 Hand Occlusion Tolerance

Results from the occlusion tolerance test show that hand occlu-
sion impacts rotation more than position. Larger objects remain
more stable, as the system can better estimate pose when more
object pixels are visible. Occlusion affects rotation in two ways: by
shifting the average and increasing noise. At 15% occlusion, Tan-
giAR’s performance remains largely unaffected, but at 50%, both

rotational drift and noise increase noticeably. Still, for applications
that don’t require precise rotation, the system remains usable under
50% occlusion—especially when tracking larger objects.

Compared to marker-based systems that fail completely when
markers are occluded, our boundary-based approach degrades grace-
fully, maintaining approximate pose even under partial occlusion.
This represents a practical advantage for natural hand-object in-
teraction, though users must still be mindful of grip placement for
rotation-sensitive tasks.

8.3 Latency

The current system exhibits a total latency of 130-160 ms, with
potential for improvement. Future AR headsets with lower-latency
cameras and faster CPUs could reduce this below 30 ms. While the
standalone version shows higher measured latency than the wide-
FOV prototype (see Video Figure), the difference is not perceptible
in practice. Notably, using MRC for measurement adds considerable
load to the device, artificially inflating the reported latency.

This latency falls within acceptable ranges for many AR interac-
tions but approaches the threshold where users may notice lag in
fast movements. Camera capture dominates the latency budget (120-
140ms), highlighting that the tracking algorithm itself is sufficiently
fast for real-time use. The remaining components—tracking com-
putation (1-3ms) and network transmission (2-3ms)—are negligible,
suggesting that hardware improvements rather than algorithmic
optimization will drive future latency reductions.

8.4 Usability

The sub-par YouTube experience on HoloLens stems from its Ul
being adapted from tablet controls rather than optimized for im-
mersive AR. This raises an important question: how should UI be
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Figure 8: The results from the video player task

redesigned for HoloLens and similar HMDs? Many users noted the
buttons felt too small—not an issue on tablets—due to a mismatch
between system fingertip detection and user perception. Enlarging
buttons could help but risks cluttering the interface. In contrast,
TangiAR tangibles can occupy larger surfaces, offering more com-
fortable interaction space.

The HoloLens native player seems to acknowledge these chal-
lenges. By simplifying functionality, it allocates more space for
buttons, and its use of sliding gestures helps reduce mis-triggers.
Still, issues persist. Some users reported errors in precise progress
control, where depth sensing caused inputs to shift upon finger
release due to crossing gesture activation.

As for TangiAR, the results aligned with expectations. Tangible
controls are known to be accurate, fast, and low-effort, and our find-
ings reinforce this. Meanwhile, the study helped surface usability
issues in our system, which we discuss in the Limitations section.

9 Limitations

9.1 Tracking Performance

While our system builds on a modern tracking algorithm, reliably
detecting object pose in all conditions remains challenging. As ob-
served in the user study, fast motion and significant occlusion can
lead to tracking loss, which disrupts immersion. Fast movements
may blur the image, making it harder for the system to recog-
nize object shape. Hand occlusion presents a more fundamental
challenge for tangible interaction, as our results show degraded
performance beyond 50% occlusion levels. Despite these challenges,
we find the current tracking performance sufficient to demonstrate
the potential of markerless interaction.
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9.2 Hardware Constraints

Our wide-field-of-view prototype proves too heavy for comfortable
extended wear, while the standalone version constrains users to
the limited field of view of the HoloLens camera. Despite mitiga-
tion strategies like pause/resume tracking and boundary warnings,
users must keep objects within the camera’s view, which can break
immersion during natural interactions. This fundamental constraint
affects the fluidity of tangible AR experiences.

9.3 Touch Detection Sensitivity

Touch interactions with tangible objects were highly praised by
users but remain sensitive to tracking accuracy of both the object
and hand joints. The small distance threshold required for reli-
able touch detection creates a trade-off between false positives
and missed interactions, occasionally causing mismatches between
visual and tactile feedback.

10 Future Work

Future tracking algorithms should focus on enhanced occlusion
robustness and motion blur tolerance. Novel tracking algorithms
using deep learning have shown increasing tolerance of occlu-
sion. In this project, we refrained from using a tracking method
based on neural networks, as these approaches typically require
additional computation resources for training and deployment on
mobile devices such as AR headsets. However, we do expect with
next-generation AR headsets may have dedicated computer vision
processors to support the integration of computationally costly
tracking methods. Future integration of more high-end hardware on
AR headsets may also improve motion blur tolerance. High-speed
cameras combined with active IR illumination could mitigate image
blur during fast movements. Our study also revealed limitation in
touch detection sensitivity. Touch detection could be significantly
improved by incorporating fingertip kinetics (distance, velocity, ac-
celeration) rather than relying solely on proximity thresholds [18].
In terms of empirical findings, our evaluation is currently limited by
a small sample size (N=10), which may reduce statistical power and
generalizability of our findings. In the future, longitudinal studies in
a larger and more diverse scale are needed to establish the broader
applicability of markerless tangible AR. Future work can also ex-
plore collaborative multi-user scenarios [29] and domain-specific
applications beyond media control and gaming.

11 Conclusion

Recent research has shown that tangible interaction is fast, accurate,
and natural for users. However, building a convenient, marker-free
tangible system remains technically challenging. In this paper, we
address this gap by introducing TangiAR, a user-friendly, markerless
tangible control system that runs in real time on an AR HMD.
Through 2 applications and user studies, we validated its tangible
usability and offer insights for AR UI design. Through technical
evaluation, we demonstrate system performance under various
conditions. Finally, we outline future directions to enhance the
system and further explore the potential of tangibles in AR. We've
open-sourced TangiAR at https://github.com/UBC-X-Lab/TangiAR.
git to support future research.


https://github.com/UBC-X-Lab/TangiAR.git
https://github.com/UBC-X-Lab/TangiAR.git
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