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Abstract

360° video telepresence with VR enables immersive remote collabo-
ration, but scaling to multiple users is subject to bandwidth and la-
tency constraints. We present MultiSphere, a multi-user edge-assited
360° VR telepresence system, that combines viewport-adaptive IPv6
multicast tiling with a novel dual keyframe interval (KeyInt) stream-
ing technique. Our approach addresses the latency bottleneck in-
herent in joining live streams of video using standard video codecs
while maintaining visual quality through strategic use of low and
high KeyInt streams. Our system achieves 75-94% bandwidth sav-
ings and an average request-to-decode latency of 56 ms, a 79%
reduction compared to using a regular single-KeyInt stream.
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1 Introduction

360° video telepresence creates immersive remote collaboration ex-
periences with high visual fidelity, enabling applications such as vir-
tual touring, remote instruction, and collaborative prototyping [2].
Scaling to multiple users benefits group telepresence scenarios like
immersive watch parties and collaborative activities.
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Prior research has developed efficient 360° streaming through
tile-based viewport adaptation [5] and foveated compression [1].
Researchers also proposed using multicast to save bandwidth in tile-
based viewport adaptation [4]. Recent advances include multi-tier
bitrate adaptation [6] and VR-specific compression techniques [3].
While these approaches optimize streaming efficiency, codec-level
latency from keyframe intervals remains a fundamental bottle-
neck that introduces noticeable delays in tile-based approaches. We
present MultiSphere, a multi-user 360° edge-assisted VR telepres-
ence system targeting codec-level latency optimization, Our dual
Keylnt streaming technique reduces end-to-end latency by 79%
while MultiSphere’s IPv6 multicast delivery minimizes bandwidth
consumption by 75-95%. MultiSphere is also backward compatible
with IPv4 multicast using IGMP. We believe MultiSphere can be a
valuable platform for future research on the collaborative dynamics
of group immersive collaboration.

2 The MultiSphere System

MultiSphere is comprised of a commodity 360° camera, a multi-
casting edge-computing server, and VR clients (Fig. 1). The 360°
camera produces 5760x2880 video at 30fps and sends it to the server
through an Ethernet connection. The server decodes frames, splits
them into a user-defined number of tiles (e.g.a 4x8 grid), and then
encodes each tile into low and high key-frame interval streams.
Each stream is delivered on separate IPv6 multicast addresses, and
VR clients subscribe only to the tiles which have visible pixels in
the user’s FoV to save bandwidth.

Dual-KeyInt Latency Optimization: H.264 keyframe intervals
(KeyInt) can create significant latency when joining live streams,
as clients must wait for an Instantaneous Decoder Refresh (IDR) I-
frame to begin decoding. However, higher KeyInt values are crucial
for maintaining compression efficiency, and reducing the inter-
val to minimize latency noticeably harms visual quality. As such,
we developed a dual KeyInt technique to address this problem by
streaming two versions of every tile: a low KeyInt stream (KeyInt=3)
for rapid joining, and a high KeyInt stream (KeyInt=60) for quality.
Clients subscribe to both streams, display the low KeyInt version
first, then switch to the high KeyInt stream upon receiving its first
IDR frame and unsubscribe from the low KeyInt stream. IPv6 multi-
cast eliminates redundant transmissions by serving multiple clients
from a single stream, with brief consumption peaks only during
viewport transitions (Fig. 2 (a)).
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Figure 1: MultiSphere system architecture

3 System Evaluation

We evaluated MultiSphere using a hybrid setup with 1 physical VR
client and 16 simulated clients in a binary-tree topology (Fig. 3 in
Appendix). We tested with 3 different KeyInt configurations: (1) a
single KeyInt stream at 8 Mbps, (2) two KeyInt streams (low and
high) both at 8 Mbps, and (3) two KeyInt streams (low and high) at
24 Mbps and 8 Mbps respectively. In all cases, the bitrates represent
the entire 360° video distributed evenly across tiles.

We first measured bandwidth at each network node to assess
the efficiency of tile-based multicast. We then measured the la-
tency from a client sending a multicast join request to the reception
of the first keyframe, capturing user perceived delay during head
movements. Each profiling run lasted 90s, during which the clients
request video tiles from a pre-recorded 360° video. Clients followed
synthetic head movements at 4 speeds (7.5°/s, 15°/s, 30°/s, and 60°/s)
with 10s idle periods between each movement phase, using ran-
domized starting positions to create diverse viewports.

Bandwidth Results: Compared to regular unicast streaming,
our system achieved 94%, 87.5%, and 75% bandwidth reductions at
the root node of the tree for single KeyInt (8Mbps), dual KeyInt
(8+8Mbps), and dual KeyInt (24+8Mbps) configurations respectively
(Fig. 4 in Appendix). At the client level, the tile-based viewport
adaptation reduced bandwidth by 71% for single and dual-KeyInt
(8+8Mbps) configurations out of the full bitrate. Fig. 2 (a) demon-
strates the real-time bandwidth consumption of a single VR client.

Latency Results: Dual KeyInt streaming reduced the average
tile request-to-decode latency to 56 ms, a 79% improvement over
a standard single-KeylInt (KeyInt=60) stream (Fig. 2 (b)). Note that
a KeylInt of 60 represents a worst case scenario; the encoder may
choose a smaller KeyInt where bitrate constraints permit.

Our results in Fig. 2 demonstrate that MultiSphere’s dual KeyInt
streaming technique provides latency comparable to a single stream
with a KeylInt of 3 frames, while only consuming marginally more
bandwidth during moderate head movements. This provides a bal-
ance between the superior quality of streams with a high KeylInt,
and the improved request-to-decode latency of streams with a lower
KeyInt without sustained bandwidth overhead.

4 Conclusion and Future Work

In this work, we present MultiSphere, a lightweight multi-user 360°
VR telepresence system that combines IPv6 multicast with novel
dual-KeylInt streaming to achieve 75-94% bandwidth savings and
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Figure 2: Bandwidth and latency evaluation results.

79% latency reduction. Future work can 1) systematically evalu-
ate KeylInt selection criteria under various network conditions, 2)
conduct real-world deployment validation beyond simulated envi-
ronments, and 3) evaluate user experience with their natural head
movements in collaborative tasks our system’s perceptual quality.
For the VRST community, we envision MultiSphere as a research
platform for future studies in group telepresence. For example,
MultiSphere can support immersive group meeting or remote edu-
cation in VR, fostering future research on collaborative awareness
requirements and interactive techniques in such applications.
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